Hadrien Clarke'2, Antoine Trouvé' and Kazuaki Murakamit?2 N 00
==
T Institute of Systems, Information Technologies and Nanotechnologies jLJ:Ij\\('“" 0
P
2 Kyushu University e ISiT
Motivation Flow Runtime input
For many-core architectures: target
= The number of accesses to the common main memory potentially increases benchmark
» exacerbation of the "memory wall." [4] host OS' |
= The number of cache banks increases and banks can be either private or shared [2] : scheduler .
> th . is | han f hi Start-up input | native traces from
the design space is larger than for mono-core architectures. — t { exec. on host cores to
» Cycle-accurate simulators are either slow and/or limited [1] arcrﬁteg’ta’re host guest cores
» unadapted tools for rapid design space exploration. descripton | | T —--- ®
Approach :memory access traces through a pipe :
: : : Memory simulator |
= Focus on memory architecture only. The performance of a memory architecture is
supposed mostly independent of the architecture of the cores. simulator's | | trace
» Trade-off between precision and simulation speed: fast simulations are more 5| | scheduler dispatch
appropriate for design space exploration.@)
» Coherency is roughly enforced and doesn't count as overhead [3]. Post-process v ¥ ¥ v ¥
= Evaluations of architectures are based on access costs reflecting technological choices el guest || guest || guest || guest guest
(e.g. cache look-up time) and yielding a score instead of absolute access times. core O | |core 1 ||core 2 ||core 3 coren
: : - - - : access costs queue | | queue | | queue || queue queue
= Multiple architectures can be compared using their respective scores for a given information
workload. | | | *| |
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a core unit a different level [] a network link Along with the above considerations, "traditional" parameters such as cache sizes,
associativities and line sizes constitute additional dimensions to the design space.
Traces. multithreaded _ ) Traces can be fed to several instances Traces are re-parallelized
binary We use direct feed since logs of of the simulator to simulate multiple Traces of all threads are on a trace frame basis
native multiple threads can get large quickly. architectures at the same time. transmitted serially within the simulator
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