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What is TAU?

Tuning and Analysis Utilities (25+ year project)
* http://tau.uoregon.edu
* Comprehensive performance profiling and tracing
v’ Scalable, flexible, portable

PROTEAS-TUNE Project Goals

(PROgramming Toolchain for Emerging Architectures and Systems)

Programmer productivity and performance portability are two of the most important
challenges facing applications targeting future exascale computing platforms. The PROTEAS-
TUNE project is a strategic response to the continuous changes in architectures and

v T t< all el ing/ 0 di hardware (e.qg., heterogeneous computing, deep memory hierarchies, nonvolatile memory)
argets all pardliel programming/execution paradigms that are defining the landscape for emerging ECP systems. PROTEAS-TUNE is a flexible

* Integrated performance toolkit programming framework and integrated toolchain that will provide ECP applications the
v’ Instrumentation, measurement, analysis, visualization opportunity to work with programming abstractions and to evaluate solutions that address
v' Timers, samples, counters, integrated tool callback support, the exascale programming challenges they face.
hardware counter support Key Capabilities: LLVM; OpenACC, CUDA, OpenCL, OneAPI; Performance tools with TAU;

v Widely-ported performance profiling and tracing system Expertise and software systems for heterogeneous computing (GPUs, FPGAs, Manycore)
v’ Performance data management and data mining and deep memory hierarchies including nonvolatile memory; Performance portability

i metrics, tools, and strategies.
v Open source (BSD-style license) , , g

New Capabilities in TAU from PROTEAS-TUNE ECP 2021 Sessions with TAU:

Updated support for latest CUDA, AMD GPUs and software * BoF — Observing GPU Performance with the TAU
* clang/clang++ TAU plugin : Selective instrumentation of C and C++ code, choice of functions to Performance System
et t based on name and / or source file http://tau.uoregon.edu/TAU BoF Mar21.pptx
I rL.Jme.n T ) . .  BoF — How to Measure and Analyze the Performance of
 Monitoring support : updated monitoring plugin provides support for capturing hardware and OS GPU-accelerated Code
state, NVIDIA Monitoring Library (NVML) support, and broad PAPI counter support (capture all http://tau.uoregon.edu/TAU_GPU_BoF_Apr21.pptx
available metrics globally, in one run, using multiplexing). ' z::m'; ‘4545‘/f"ltlze/"E‘Z;SC:E'ZZS;'e“:'f'c Software Stack
. . : : : ps://eds.io/talks pptx
Python3+CUDA : Enhanced dynamic measurement support for complex deep/machine learning . Tutorial — AMD Software Tools for Exascale Computing
platforms such as TensorFlow and PyTorch. http://tau.uoregon.edu/TAU _AMD_Tutorial Apr21.pptx

* Intel OneAPI : Implemented support for Intel oneAPI, including Level Zero, time spent in kernels.
on GPU and time spent in OneAPI calls.

* OpenMP : Continuing to update support to comply with new OpenMP 5.1 standard. " b
* F18/Flang Instrumentation : TAU support for the Flang Fortran compiler was added. PDT- and ECP CO aborators
Compiler-based instrumentation support for Flang was implemented and tested on x86_64 Linux * Co-Design Center for Online Data Analysis and
platforms. Reduction at the Exascale (CODAR)
e OpenACC : Updated profiling support for Clacc, developing OpenACC support for f18 Fortran. * ADIOS Framework for Scientific Data on
_ Exascale Systems (ADIOS)
Event-based Sampling (EBS): AMD HIP: Kernel execution on GPUs: rochpcg e Exascale Deep Learning and Simulation Enabled
CabanaMD on an IBM AC922 with NVIDIA V100 GPUs o -
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S, oormmRemR Commipdste e % E T MY it e o s — figures
lvoid kernel_forward_sweep_0<128u>(int, int, int, int, i t nst*, do bI *, int 2.948 2.948 110,058 0 . . . .
e s e w1+ Tackling Chemical, Materials and Biomolecular
Bvoid kernel_symgs_halo<128u >(' t, int, int, int, int const*, int const*, double const 0.285 0.285 11,799 0 .
Rt Kl s o a5 :, A ois i o : Challenges in the Exascale Era (NWChemEXx)
Bvoid kernel_gather<128u>(int, double const*, int const*, int const*, double*) [clone 0.124 0.124 27,601 0
S &L BlodksStructured AR Co-Design Cente
o L e S & i (AMReX)
B__amd_rocclr_fillBuffer.kd 0.004 0.004 120 0 o o .
e S S T T2 ; . | * ECP Applications Effective use of Kokkos to
Bvoid kernel_to_ell_ aI<27 32u>(int, int, dou bIe con st* double*) [clone .kd] 0.002 0.002 4 0
53255 EZIEEES e rosm <27 i;- . f. oo b 02 02 : Achieve Performance Portability (Kokkos)
Hv 'd ker I dotl_par t1<256 >(int, double const* ,d bI *) [clone .kd] 0.002 0.002 83 0
o c:".<;n,"gafs;t,it—ig:f?:;gggr:, e j:;{i::s; ey oo oo : o | ° Others...
Event-based sampling (EBS) Wlth KOkkOS API Hv d rim: d ort_ nd:scatter:kernel<256u: 17u: 6u: false: int*, int*, r,ocprdi 0.001 0.001 48 0
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° i e Mastertimeline | T TEtnE
CUDA 11 : Finish new Perfworks APIs for CUDA/CUPTI 10+ to Autonomic Performance Environment for Exascale . . — —— -~ .
replace deprecated CUPTI metric support. https://github.com/khuck/xpress-apex B = B { F\ e ——————— T R i
: : ;z:i: | - T N
* OpenMP / OpenACC : Continue to explore and implement i M TRV THT] En——
. APEX Introspection = ==== S == e e | IR
prototype measurement for OpenMP and OpenACC regions - e e e e
. @ N N | — - e —— -
exeCUted on ta rget d@VlCES. l gzr::em Info} - H |- 1 HHHHE 1 T
* ROCM/HIP : Continued support for AMD GPUs APEX State —— S [MemoryoccupiedonGpy | fize=
° OHEAP| : Contl nue tO U pdate d nd develop Su pport for Inte' G PUS t : :-...__ Figure: XGC executed on Summit, measured with APEX, visualized in Vampir, including CUDA
. . - 2 I and Kokkos activity. APEX supports several asynchronous threading and tasking programming
° TAU Compller Wrappers . neW |nStrumentat|On Support based On APEX Poll Engin |“ models, including C++ async, HPX, OpenMP, OpenACC, Kokkos, Raja, CUDA. Monitoring
- = - - - oucy € support similar to the TAU plugin, providing utilization statistics for the filesystem, network,
IIbCIang and llthOIIng Ilbrarles from LLVM devices, CPU and memory. Additional support for AMD and Intel GPUs is planned.
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