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Correctness

Achieving and maintaining correctness of applications with multiple programming models is formidable. Verification tools can 
help identify potential bugs and ensure that new bugs are not introduced.

Recent accomplishments:
• Support for verification of Fortran in CIVL framework through correctness-preserving transformations to CIVL language
• New model checking technique that can be used to verify race-freedom for all sequentially-consistent executions

Portable Programming

Effective application development for heterogeneous architectures requires portable programming models.  We develop tools 
and techniques to support selection of OpenMP directives and migration to descriptive constructs, topology-aware memory 
management, and integrated translation and optimization of OpenACC and OpenMP.

Recent accomplishments:
• IRIS: portable runtime system exploiting multiple heterogeneous programming systems
• Explored use of OpenACC and OpenMP to portably accelerate the Fortran-based EFIT code (FES)
• Developed an algorithm-centric performance portability metric

Performance Modeling, Analysis, and Optimization

Understanding and optimizing the performance of applications on heterogeneous architectures is a significant challenge; we 
develop performance modeling tools to guide the process and performance analysis tools to capture empirical data.

Recent accomplishments:
• Measured, analyzed and tuned XGC kernels for GPU using TAU and APEX
• Developed a data dependency aware performance model for sparse triangular solvers
• Improved the performance of a loop amplitude code by replacing quadruple precision with double double 

Autotuning

Achieving and maintaining correctness of applications with multiple programming models is formidable. Verification tools can 
help identify potential bugs and ensure that new bugs are not introduced.

Recent accomplishments:
• Flexible autotuning framework including Bayesian optimization and model-based estimation
• OpenMP language extensions for runtime adaptation
• Framework for transfer-learning in autotuning

The platform readiness thrust focuses on preparing scientific codes 
for current and upcoming systems through the application of 
best-in-class expertise and tools, addressing concerns such as 
performance portability and correctness across multiple parallel 
programming paradigms.

int main() { 
  int i, len=100, a[100];
  for (i=0; i<len; i++) a[i]=i;
#pragma omp parallel for
  for (i=0; i<len-1; i++) a[i+1]=a[i]+1;
  printf("a[50]=%d\n", a[50]);
  return 0;
}

> civl verify -input_omp_thread_max=10 \
  DRB029-truedep1-orig-yes.c

a[50]=50
Data-race detected: 
  {a[1], a[3], ..., a[97]}
read by thread 1 intersects
  {a[1], a[3], a[5], ..., a[99]}
written by thread 0.

Left: Verification time (seconds) for 
CIVL (red striped) vs. SMACK 
(blue) on a Fortran verification 
benchmark suite.  Lower is better.  
No bar is shown when a tool could 
not complete a verification task.  
Each time is the mean over 5 of 7 
executions after dropping the 
shortest and longest.
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Kokkos (top) performance 
portability metric for a 
sparse matrix multi-vector 
computation varies 
significantly with problem 
configuration.

Multi-programming model 
(bottom) can improve the 
observed performance 
portability across a wide 
range of configurations.

The IRIS heterogeneous runtime 
system exploits multiple 
heterogeneous programming systems 
(e.g., CUDA, Hexagon, HIP, Level 
Zero, OpenCL, OpenMP) so that a 
single application can use multiple, 
heterogeneous types of devices 
available on the target system.
Multi-programming model (bottom) 
can improve the observed 
performance portability across a wide 
range of configurations.
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Below: Using APEX to capture Roofline 
metrics from the main push kernel, we 
identified opportunities for 
improvement. Changing the launch 
bounds for the Kokkos kernel from the 
default of <1024,1> to <256,2> at 
compile time increased computational 
intensity 25x and reduced time by 22% 
on Frontier (AMD/HIP).

Right: FLASH application executed 
on ALCF Theta system, showing 
performance distributions of 
counters and time across MPI 
ranks. The original code 
performance (orig), the performance 
after refactored code was removed 
(nocall), and with the improved 
static data allocations (static) are 
shown.
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Left: New OpenMP directives 
supporting CPU-GPU execution 
adaptation: leveraging directive 
variants defined by metadirective

Below: CIVL detects a data race in 
a DataRaceBench benchmark, 
reporting precise diagnostic 
information to user.

Below: Results on CPU-GPU execution 
adaptation: XSbench on Power9+v100 (left) 
and Intel+P100 (right)


