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Figure 4: Risk of irrecoverable failure as a function of the
checkpointing period, and corresponding waste. (k = 3,
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, w = 10d, C = R = 60s, and D = 0s.)

this scale, process rejuvenation is small, and we set the
downtime to 0s. For these average values to have a
meaning, we consider a run that is long enough (10 days
of work), and in order to illustrate the trade-off, we take
a rather low (but reasonable) value k = 3 of intervals,
and a mean time error detection µ

d

significantly smaller
(30 times) than the MTBF µ

e

itself.
With these parameters, Topt is around 100 minutes,

and the risk of irrecoverable failure at this checkpoint
interval can be evaluated at 1/2617 ⇡ 38·10�5, inducing
an irrecoverable-failure-free waste of 23.45%. To reduce
the risk to 10

�4, a Tmin of 8000 seconds is sufficient,
increasing the waste by only 0.6%. In this case, the
benefit of fixing the period to max(Topt, Tmin) is obvi-
ous. Naturally, keeping a bigger amount of checkpoints
(increasing k) would also reduce the risk, at constant
waste, if memory can be afforded.

We also consider in Figure 4 a more optimistic
scenario where the checkpointing technology and avail-
ability of resources is increased by a factor 10: the
time to checkpoint, recover, and allocate new computing
resources is divided by 10 compared to the previous
scenario. Other parameters are kept similar. One can
observe that Topt is largely reduced (down to less than
35 minutes between checkpoints), as well as the optimal

Figure 5: Case with k verifications, and one checkpoint
per periodic pattern. Waste as function of k, and poten-
tially of V , using the optimal period. (V = 20s, C = R =
600s,D = 0s, and µ = 10y

105
.)

irrecoverable-failure-free waste (9.55%). This is unsur-
prising, and mostly due to the reduction of failure-free
waste implied by the reduction of checkpointing time.
But because the period between checkpoints becomes
smaller, while the latency to detect an error is unchanged
(µ

d

is still 30 times smaller than µ

e

), the risk that
an error happens at the interval i but is detected after
interval i+ k is increased. Thus, the risk climbs to 1/2,
an unacceptable value. To reduce the risk to 10

�4 as
previously, it becomes necessary to consider a T

min

of
6650 seconds, which implies an irrecoverable-failure-
free waste of 15%, significantly higher than the optimal
one, which is below 10%, but still much lower than the
24% when checkpoint and availability costs are 10 times
higher.

B. Periodic pattern with k verifications and 1 checkpoint

We now focus on the waste induced by the different
ways of coupling periodic verification and checkpoint-
ing. We first consider the case of a periodic pattern with
more verifications than checkpoints: every k verifications
of the current state of the application, a checkpoint is
taken. The duration of the work interval S, between two
verifications in this case, is optimized to minimize the
waste. We consider two scenarios. For each scenario, we
represent two diagrams: the left diagram shows the waste
as a function of k for a given verification cost V , and
the right diagram shows the waste as a function of k and
V using a 3D surface representation.

In the first scenario, we consider the same setup as
above in Section IV-A. The waste is computed in its
general form, so we do not need to define the duration
of the work. As represented in Figure 5, for a given
verification cost, the waste can be optimized by making
more than one verifications. When k > 1, there are
intermediate verifications that can enable to detect an
error before a periodic pattern (of length S) is completed,
hence, that can reduce the time lost due to an error.
However, introducing too many verifications induces an
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