
Figure 6: Case with k verifications, and one checkpoint
per periodic pattern. Waste as function of k, and poten-
tially of V , using the optimal period. (V = 2s, C = R =
60s,D = 0s, and µ = 10y
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overhead that eventually dominates the waste. The 3D
surface shows that the waste reduction is significant
when increasing the number of verifications, until the
optimal number is reached. Then, the waste starts to
increase again slowly. Intuitively, the lower the cost for
V , the higher the optimal value for k.

When considering the second scenario (Figure 6),
with an improved checkpointing and availability setup,
the same conclusions can be reached, with an absolute
value of the waste greatly diminished. Since forced
verifications allow to detect the occurrence of errors at
a controllable rate (depending on S and k), the risk
of non-recoverable errors is nonexistent in this case,
and the waste can be greatly diminished, with very few
checkpoints taken and kept during the execution.

C. Periodic pattern with k checkpoints and 1 verification

The last set of experiments considers the opposite case
of periodic patterns: checkpoints are taken more often
than verifications. Every k checkpoints, a verification of
the data consistency is done. Intuitively, this could be
useful if the cost of verification is large compared to the
cost of checkpointing itself. In that case, when rolling
back after an error is discovered, each checkpoint that
was not validated before is validated at rollback time,
potentially invalidating up to k � 1 checkpoints.

Because this pattern has potential only when the cost
of checkpoint is much lower than the cost of verification,
we considered the case of a greatly improved checkpoint
/ availability setup: the checkpoint and recovery times are
only 6 seconds in Figure 7. One can observe that in this
extreme case, it can still make sense to consider multiple
checkpoints between two verifications (when V = 100

seconds, a verification is done only every 3 checkpoints
optimally); however the 3D surface demonstrates that the
waste is still dominated by the cost of the verification,
and little improvement can be achieved by taking the
optimal value for k. The cost of verification must be

Figure 7: Case with k checkpoints, and one verification
per periodic pattern. Waste as function of k, and poten-
tially of V , using the optimal period. (V = 100s, C = R =
6s,D = 0s, and µ = 10y
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Figure 8: Case with k checkpoints, and one verification
per periodic pattern. Waste as function of k, and poten-
tially of V , using the optimal period. (V = 300s, C = R =
60s,D = 0s, and µ = 10y

105
.)

incurred when rolling back, and this shows on the overall
performance if the verification is costly.

This is illustrated even more clearly with Figure 8,
where the checkpoint costs and machine availability are
set to the second scenario of Sections IV-A and IV-B. As
soon as the checkpoint cost is not negligible compared to
the verification cost (only 5 times smaller in this case), it
is more efficient to validate every other checkpoint than
to validate only after k > 2 checkpoints. The 3D surface
shows that this holds true for rather large values of V .

All the rollback / recovery techniques that we have
evaluated above, using various parameters for the differ-
ent costs, and stressing the different approaches to their
limits, expose a waste that remains, in the vast majority
of the cases, largely below 66%. This is noticeable,
because the traditional hardware based technique, which
relies on triple modular redundancy and voting [10],
mechanically presents a waste that is at least equal to
66% (two-thirds of resources are wasted, and neglecting
the cost of voting).

V. RELATED WORK

As already mentioned, this work is motivated by the
recent paper by Lu, Zheng and Chien [3], who introduce
a multiple checkpointing model to compute the optimal
checkpointing period with error detection latency. We
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